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Abstract—Tie formation in social networks is driven by  network SN, using a very broad data set.
different motives that are not always apparent in the social Motivating example: Consider a social coding platform like
network itself. These motives differ from one social netwadk to github.comwhere members are software developers. In addi-
another, depending on, e.g., the network’s purpose, such aslvice  tjon to providing the functionalities to share their worket
fsr‘iseerlf(ljr;%igrr;gltli%?](;ﬁgork Sgr‘?"g:)en efggtr(t)rltthcz;Stesxits?seiitezablﬁnr:)s? developers can also accept each other as friends to build a so
all social networks is homophily: the tendency of social netork C'a! netW_orkS_N. Also, there are seve(al In_teractlon networks
members to connect to similar members. In this work, we look Wh'Ch mlght |nf|uenC(_a the tie formation n theN. These
at the tie formation process in social networks from a diffeent  interaction networks includ&he collaboration development
perspective where we consider not only a social networksN, ~ Network Gi: vertices represent developers and a directed
but also a set of associated interaction networksj,, around it. edge appears between two developers when one of them ha
We show, based on6 social networks and in total 20 different ~ committed to another developer's software repository astle
associated interaction networks, that it is possible to prdict the once.The watcher networks,: vertices represent developers
entire social network’s structure to a satisfactory extent only and a directed edge appears between two developers whe
by knowing the structure of these intera_ction _netwc_)rks. As scial one of them is watching the software repository of the other
{‘netg’;’géﬁz r?ﬁg%i%‘;ﬁgsag’roe'”;tt% ):);?litel(rﬂschtl)ﬂtmllfbfeomerr?rset developerThe fork networkGs: vertices represent developers
members, e.g., being together in a team, this seems to indiea and a directed edge appears between two developers whe
that whom we choose as a friend is also determined by whom one of them forks a repository of the other developere
we interact with. pull requests networkz,: vertices represent developers and a
directed edge appears between two developers when one o
Keywords—Network prediction, Multiple networks, Social ho-  them sends a pull request to the other developer.
mophily. One way to analyze tie formation is to build a model that
I. INTRODUCTION predicts links in a given social network. The closer the
predicted link structure is to the real network’s structure
Tie formation in social networks is mainly voluntary and the more convincing is the idea that the model captures the
guided by personal motives. However, it is undoubtedly in-main motivations for tie formation. So far, link prediction
fluenced by notions of homophily [1] which might induce approaches have assumed that the information given in alsoci
relationships between persons based on external and not emetwork at timet is enough to deduce future tie formation
tirely controllable factors. Homophily in social networkis at a timet’ > t. Here, we test how much the ties in
described as the tendency to connect with similar peoplethe social network can be predicted by those found in the
This similarity is based on internal factors like having the surrounding networké&'; as described above without using any
same hobby or being engaged in the same political partynformation in the social network itself. Our work is based
Nevertheless, this similarity can also be influenced byresle  on the link prediction problem initially proposed by Liben-
semi-controllable factors such as being in the same companpowell et al. [2], namely to predict the formation of new
Based on that premise, considering only the social networknks between actors in a time intervabased on the already
in a given complex system is not enough to understand thexisting network structure in the same social network in an
existing ties among its members and to predict their futiee t  earlier time interval. Here, we use the following variantioé
Thus, to provide a comprehensive and an informative view of dink prediction problem: given a set of associated networks
social networkS N, it is important to consider all possible and G; and a social networl§ N of the same actors at any point
available information about the members and their intewast  of time ¢, predict the network structure of th&/V at timet
in other environments. These interactions are represdmted without using information from thé& N itself. This prediction
additional networkgx;, interaction networkson the same set helps not only in revealing latent ties among the members of
of actors of the social networKN. To show that networké’; SN but also in providing information regarding the correlatio
are really informative with respect to the social networkyth between theSN and G,,.
accompany, we give an evidence that they at least partlye driv Il. RELATED WORK
the process of tie formation in th8N. In this research we '
show that harnessing the information in associated netwvork In their seminal work, Liben-Nowell and Kleinberg mod-
G,; makes it possible to predict the link structure of the socialeled and addressed the link prediction problem in complex



networks by providing a set of proximity measures as pre-
dictors in an unsupervised machine learning approach [2].
The authors used different co-authorship data sets to giredi
future coauthor-relationships based on a set of proximity
measures [2]. These are still the main proximity measures
used in later work by a number of researchers, particularly
those who employed machine learning techniques. Al Hassan
et al. were the first to apply supervised machine learning
to predict ties in co-authorship networks [3], which is Istil
an active field of research for predicting all kinds of social
relationships [4], [5], [6]. Researchers also started ®msre
than one relationship to predict the network structure of a
complex network. For example, Lu et al. used references, co-
authorship, and co-citation information in time intervato
predict the formation of new co-authorship-relationships
later time interval [7].

All of the aforementioned work followed the same
paradigm for link prediction, namely dividing the socialtne
work (and possibly additional networks) into two indepemide
temporal snapshots for training and testing. Here, we aim
to identify the influence of asingle interaction network on
the social network’s structure without using any inforroati
from the social network structure itself. Thus, our workeli§
significantly from the related work as we predict the tieshaf t
entire social network, not only the structure of newly added

Cooccurrence (coocc): For each pair of nodes and
w, the cooccurrence is defined as the number of their
common neighbors:oocc(v, w) = [T'(v) N T'(w)]

Resource AllocatiofR.A): This measure was pro-
posed by Zhou et al. [8] and showed a slightly
better performance thafocc in link prediction. This
measure assumes that each node has a given amour
of resources that is distributed equally among its
neighbors. This concept is adapted by incorporating
two nodes andw: RA(v, w) = 3 cr(uyar(w) TG

Adamic-Adar coefficien{A.AC): The Adamic-Adar
coefficient is defined as [9]:

AAC(v,w) = 3 cr(o)nr(w) g e

Jaccard IndeX JZ): This measure was first proposed
in information retrieval field [10] as a method to
characterize the similarity of two sets.

T r@INT(w)
JL(v, w) = rtmorw)]

Preferential Attachmen{P.A): In collaboration net-
works, Newman showed that the probability of col-
laboration between any two nodes(autharsand w

is correlated to the product dkg(v) anddeg(w) [11]:
PA(v,w) = [L(v)]-(w)]

ties. This en_ables insights regarding the influence. of se_mi'-rhe previous similarity measures are for undirected neksior
controllab_le interaction _networks and the voluntarily I8ui  For directed networks, two versions for each measure ak use
structure in a given social network. by providing two versions of the neighborhood $gtthe in-

I1l. THE PROPOSED METHOD neighborSF(v)m and the out-neighborf‘(v)out. Based on

this, anin and anout version of the above measures can be

Our approach is based on a re-definition of the classical linkqnsiructed. For example, the in-cooccurrence for two sode
prediction problem to incorporate multi-networks as tegn , ,, is: cooce(v,w)in = |L(v)in N T(w)in|. Based on these

sets to predict the ties in th& V' using machine leaming no4e-dependent features, the FDM is constructed as dedcrib
classification algorithms. Figure 1 shows the general agugro iln the following.
e

where the(G; networks are used to build a features data mod
(FDM), i.e., a set of topological features for each pair ofB. Features data modeF(DM (G;))
nodes(v, w) together with ground truth, that is used to train 4 r m M(G:) for a sinale network
a classifier that predicts th8 N. The following subsections G Coniaﬁlitg(S?(g(%Ea odeFD11(G,) for a single netwo
? 2

=1 entri i
; ; . . entries wherex(G;) is the number
describe the construction of the FDM in detail. In genefad, t of nodes inG,. For eachv andw € G;, an entryZ(v, w) is a

tuple that contains: (1) the node-dependent features arid

w and (2) a binary classificatioq, 0}, that indicates whether
there is an edge(v, w) in G; or not. Having constructed the
FDM(G;), it can be used in a machine learning approach
Y(FDM(G;)) as network model of the networlG{). There

Feature data model (FDM)

[ Pairofnodes [ F1 [ F2 [ F3[ ... [ Fn | {1,0} |

[ Pairofnodes [ F1 | F2 | F3 | ... | Fn | {1,0} |
Features ’
building .
Classifier
_ Social network (SN)
)

Building

. o® * are a couple of out-of-the-box machine learning classiftesis
e predctng g, | g @ % can be used to predict the SN. In the experiment we use the
;o o ® logistic regression classifier.
‘ IV. DATA SETS AND EVALUATION METRICS

In this section we provide information about the data sets
used to validate the method and the evaluation metrics.

A. Data sets description

f AN % ©
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C
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networks (Gi) performance

Fig. 1: An abstract view of how to predict the link structurea
social network using associated interaction networks.

Here we describe a variety of data sets used in the ex-
periment.Research Groul2]: Includes theFacebooksocial
FDM Containmode_dependent featureshich are described in network along with four associated interaction networkit bu
the following. bhetweenhthe emplcl)(yees of the rkesearch grﬁup. Relations ir

) these other networks are co-working, co-author, going out t
A. Node-dependent features lunch, and leisurelnternational Internet[13]: Includes three

To predict whether a pair of nodd®,w) is connected different networks foff5 nations’ internet relationsdyperlinks
in the SN, neighborhood measures ofandw in G; are is a directed network such that an edge exist between two
calculated to provide the features of the FDM. These featurenodes (countries) if there is a website in one of these cimatr
are: domains that points to a website from the other country’s



domain’s. We consider this network as the social networkmetrics, the following evaluation metrics result in a segl
among countriesBandwidthis a network among countries number for all methods that can be more easily compared:
where edges represent the existence of an internet coanectiPrecision P: is the ratio of TP to the number of all positive

between two countries. In thehared websitenetwork, an  classificationsP = TPTJF%. Recall R: is also called therue
edge appears bet\{[wfaen tWOtI coqn_%ngs if gh_?y spr?re at _|ea|§bsitive rateand thesensitivity R = L. F-measure F:
one common most-frequently visited website. The original : o _ 2.P.R
hyperlinks network is directed (with reciprocity92), while Is the harmonic mean of precision and recdil= %>z

the other two networks are undirected. To overcome this V. EMPIRICAL RESULTS

problem, only the reciprocal edges in the original hypérlin _ ) ) )
network are considerederrorists networkf14]: Includes the In this section, we provide the results of the experiments

friendship network of79 individuals together with informa- where we first introduce and report a simplistic network
tion on associated interaction networks like trainings edon prediction without a supervised machine learning appraach
together, meetings between them, places commonly visitethen the results using supervised machine learning.

by two persons, and business ti€&thulx A social network . e L

of software developers with a set of associated interactiof Simplistic network predictio§’P

networks as compiled by Gousi et al. [15] and described The first question to be answered is how much a single,
earlier in Section |Brightkite [16]: Is a location-based social associated interaction network can predict the social ot
network'. Originally, check-in is a bipartite network of actors gyyycture. Predicting th&§N based on a single associated
and places where an actor can check-in to the software to lefetwork G;; without applying machine learning is called a
it know that he or she visited that place. We performed onegimpjistic prediction Simplistic PredictionSP(SN, G;) sim-
mode projection to construct the check-in network such thagy predicts that each edge ; also exists in theSN and
there is an edge between two persons if they were at the sang%t nodes not connected ifi; are not connected i,
place at least one timé.aw Firm [17]: A social network of  gjther, Thus, TP, TN, FP, and FN are given as follows.
law firm partners with information on two other interaction 7p js given by the number of edgés, w) contained in both
networks:co-workingand seeking advice from networks.T'N is given by the number of pairs of nodes not
Table | shows network statistics for all of the networks weconnected by an edge in both network&P instance means
used. These statistics include the number of nodeshe  that ane(v, w) does not exists in th& N but exists inG;. FN
number of edges:, the clustering coefficient:(() [18], and  jnstance means that ar(v,w) exists in theSN but exists

the network’s density). in G;. The results of the simplistic prediction are shown in
TABLE I: Data set statistics. Table 1.

dataset Networks o o (@) 1(G) The F-measure are in some cases surprisingly high. For
ETTI— ” v oas o024 example, the correlation between advice seeking and being
G1 Work 60 338 0.34 01 friends in the law firm data set is alreadyl5 and sharing a

Research group G2 Co-author 25 42 0.43 0.08 hobby is also correlated with being friends in a researcligro
3 Luneh e B 0 2% by0.51. The F-value is very high concerning the financial ties
SN Hyperfinks 75 7550 095 o84 and the social ties among the terrorist data 8e1). But there

Internet G1 Bandwidth 75 448 042 016 s always the possibility that such a result is merely caused
G2 Sharecwebstes 75 2360 092 98 the number of nodes and edges in the graph. For example
G1 Financial 13 15 0.88 02 If G; and SN are both complete graphs, the “prediction” is
gg glaqes ﬂ ‘?528 %-% %-}188 perfect by virtue of their structure. To exclude this potitjh

usiness . . B

Terrorists networks G4 Meeting 26 63 01 02 100 random graphs with the same number of nodes and edges
G5 Training 38 147 o72 02 asin theg; [19] were built and used in the simple prediction
gs ggeé:g'nz;:f” gg gé‘; 8’?‘; 8%2 approach for thes N. The results are also shown in Table II;
TN Fpollowers =95037 551900 013 ~o  IN Most cases, this prediction is worse by at least a factor
G1 Commits 322461 909125 02 =0 of 10. Notable exceptions are the two interaction networks

. i G2 Watchers 274597 2478561 0.02 =0 i . iti i

Github(directed) o3 Forke yooms 673306 038 o of the internet: here, the densities are overall so hight tha
G4 Pull requests 156688 379207  0.08 =0 a good prediction result is inevitable. Less pronounced but

Brghiie gll\fcirierlld_ship 11136559 fggggez 037725 38016 still visible is that effect in both interaction networks the

eCK-In . . H H . .

T erds = T 54— oo law firm data set and the bu.smess tie network with respect

Law Firm (directed)G1 Co-work 71 726 041 015 to the terrorist social network: all of them show a ratherhhig
G2 Advice 71 717 042 014 density to begin with and a very low number of nodes. Here,

the general structure of the two networks, the respe¢tivand

the SN, seems to dictate parts of the success of the simplistic
In this section a set of classic classification evaluatiorPrediction approach.

metrics is presented. These metrics are used for evaluag PredictingSN with machine learning based o

ing the classification results of the experiment. Remember

that the classifier predicts for each pair of nodesw) in The simplistic prediction approach yielded surprisingly

V(SN) NV (G;) whether there is an edge or not. In a binaryhigh congruence between interaction networks and thea-ass

classification scheme like this, only four types of resulis ¢ ciated social network. However, it is clear that most neksor

be obtained: True Positive (TP), True Negative (TN), Falsesuffer from random noise. Machine learning can help to

Positive (FP), and False Negative (FN). Based on these basidentify those patterns in the interaction network that enak

a link in the interaction network likely, thereby identifig

1Data is available here: http://snap.stanford.edu/datdstightkite.html latent ties that were never observed in the interaction owtw

B. Classification evaluation metrics




and removing ties that just happened by chance but are noausality. However, it is clear that links in the social netkv
backed up by the overall structure of the interaction nekwor are largely voluntary: nobody is forced to be the friend a th
For example, a new lawyer in the law firm might seek another (although some cultural pressure might apply). Sofne o
advice from the senior partner of the company but he nevethe interaction networks are not fully controllable by tlutoss
actually got the chance to meet that senior partner so fachwh of the social network. For example, co-working structures a
means that they are not friends in the friendship networkoften determined by the hierarchy of the company or by sheer
The advice seeking network will contain such a tie but thenecessity to have people from different compartments in a
machine learning classifier might notice that most of theproject team. If such a non- or semi-controllable intexacti
individuals in the same (network) position as the new lawyemetwork shows a large similarity with the associated social
do not claim to have this connection and thus the classifienetwork structure, this indicates that a part of the sodel t
gives this claimed relation a low probability to really dxis formation is not so much guided by an internal homophily but
The classifier can for example learn that most edges arether by external homophily: we have a high probability to
between people that have neighbors in common. If the newe friends with those with whom we spend a lot of time -
lawyer and the senior partner do not have any neighbors iwhether it is self-chosen or dictated by the circumstances.
common, the classifier will predict that this pair of nodes is
not connected by the advice-seeking relationship, desipie
claim. We thus test the following hypothesid: The SN [1] M. McPherson and et al, “Birds of a feather: Homophily incil
can be more effectively predicted using FPMi.e., single networks,”Annual Review of Sociologpp. 415-444, 2001.
associated interaction networks provide enough structore [2] D. Liben-Nowell and J. Kleinberg, “The link predictionrgblem for
predict the social network structure. social networks,” inProceedings of the 12th Intern. Conference on

. . L. - Information and Knowledge ManagementACM, 2003, pp. 556-559.
Table 1l shows the quality of this prediction as quantified by recd 9 A Pp. 555
h | . - d ibed l o) L theli [3] M. A. Hasan, V. Chaoji, S. Salem, and M. Zaki, “Link pretian using
the evaluation metrics described earlier. Overall, theligua supervised learning,” itn Proc. of SDM 06 workshop on Link Analysis,
of the prediction is very high which confirms the hypothesis Counterterrorism and Security2006.
H. It is obvious that a prediction using the F@Mmodel is [4] M. Fire and et al, “Link prediction in social networks ngi com-
more effective than the simplistic predictigi performed in putationally efficient topological features,” iRrivacy, security, risk
Section V-A: in no case, the prediction of tif&V is worse and trust (passat), third international conference on abciomputing
than the simplistic prediction. However, the increase ialigy (socialcom) IEEE, 2011, pp. 73-80. T
varies strongly: The prediction of the social ties between [5] H.R.Saand et al, “Supervised learning for link preidiotin weighted

. . : - . networks,” inlll International Workshop on Web and Text Intelligence
terrorists based on their business ties does not improve by 5510 ! ! P X aen

using a machine learning approach. The largest improvemengs, ; g, v zeng, and Y. Tay, “Sonlp: Social network linkegiiction by
is coming from the pull-request network in Github. The best principal component regression,” Rroceedings of the 2013 IEEE/ACM
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